NMDS - Application & Examples

» Objectives:

- Showcase NMDS analysis —in PC-ORD and the literature




NMS — Suggested Procedure
(McCune and Grace 2002)

o[ Graph  Groups

These “minimum” suggested
procedures for determining Brany-Curtis
appropriate largest dimensionality, CCA

assigning statistical significance DA (DECORANA)

with randomizations, and avoiding m

local minima. MM3 Scaores
PiCA

F.A
Weighted &veraging

» Recommendation: Request a 6-dimensional solution,
stepping down to a 1-dimensional solution, with instability
criterion of 0.0005, 200-500 iterations, 20-50 runs with
real data, and 20-50 runs of randomized data
(NOTE: use more runs for randomization significance tests)




NMS — Suggested Procedure
(McCune and Grace 2002)

lterations:
250 — 500

Robots
per
mission

Runs:
20 - 50

Missions




NMS - Suggested Procedure: Stepl

» First, pick distance measure > Second, set up parameters

NMS Setup (3] I rms setup X
Autopilot  Distance Measure l Parameter Setup] Output Dptinns] ﬂnutnpilut] Distance Measure Parameter Setup ]Dutput Dptiuns]

Mumber of axes k ’E_
’r
’EI—

250

Mumber of runs with real data

tahbility criterion

Distance Measure _ .
lterations to evaluate stability

(v - i) : N
Sorensen (Elra'_-,-' Cl_lrtlsl kaxirmum number of iterations

" Relative Sorensen v Step down in dimensionality
" Jaccard Initial step length = |EQ

" Euclidean (Pythagorean)

Starting Coordinates

" Relative Euclidean Source Step

" Caorrelation  Random numbers
i {
" Chi-squared Read fram graph file DOW N

" Sguared Euclidean | [- |

 Relative Sorensen * Dimensions (max = 6)

* Relative Euclidean  Stepping Down




NMS — Suggested Procedure

» Third, pick the output options

Autnpilnt] Distance Measurel Parameter Setup  Qutput Options

L Write distance matrix

| WWrite starting coordinates

| List stress, etc. for each iteration

Provides scores
| Plaot distance vs dissimilarity

| Randomization test

| Yarimax rotation
v Run lag Statistics

Dimensionality
| Calculate scores for species by weighted averaging

* Write final
configuration

* Run Log
* Plot Stress

VS.. lteration

* Plot distance
vs. dissimilarity

* Randomization
Statistical Test

* Species Scores
(for plotting)




NMS — Suggested Procedure

1. Preliminary runs: Stress Test determines dimensionality

» Use “time of day” — random seed > “Graph” messages

. MMS Stress Graph Message .
NMS Random Numbers E| : P ag E3

After inspecting this MM3Z analysis
result file, select Graph in the menu
source For Random Mumber Seeds above to graph the NMS Scree Plat.

« llze time of day

[ Don't show this message any maore

O User supplied seed

Ii Ordination Graph Message

After inspecting this ordination graph
Mumber of runs = |2|:|| file, select Graph in the menu above

to graph the resulis.

Cancel |

[~ Don't show this message any more




NMS — Results

» Examine Results.txt file: Settings / Options

M2 Result=
Ordination of stands inh sSpecies sSpace. 20 =tands 25 species

The following options were sSelected:
AMNALYETIS OPTICOHNS

1. REL.30OREN. Distance measure

2 6 = Nunber of axes (max. = 6]

3 250 = Maximum number of iterations

4 RANDOM Starting coordinates (random or from f£ile)
5. 1 = RFeduction in dimensionality at each cyole
B
~
S
=

0.20 = 3tep length (rate of movement toward mwinhimum Stress)
U3E TIME = BRandom number sSeeds [(usSe time v=. user—-supplied)
10 = Number of runs with real data
. 20 = Number of runs with randomized data
10. NO = hdutopilot
11. 0.000500 = Ztability criterion, standard deviations in stress
ower last Z00 iterations.
OUTPUT OPTICHS
13. NO = Write distance matrix?
14, MNO Write starting coordinates?
15. NO = Li=st stress, eto. for each iteration?
15. YES = Plot stress ws. iteration?
YES = Plot distance vs. dissimilarity?
¥YES = TWlrite final configuration?
THMEOTATED = Trite warimax-rotated or unrotated scores for
¥EZ = Write run log?
= Write weighted-average =scores for species ?




NMS — Results

» Examine Results.txt file: Results for each run / dimension

EEFEEELFFEELLAEY Sodimensional sSolubtion FEEEEEEELEEEELEE

Stress

Scores

Final configuration (ordination scores) for this run




NMS — Results

1855187

» Examine Results.txt file: Shepard Diagram
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NMS — Results

» Examine Results.txt file: Plotting Stress vs. Iteration

STRESS

SRR R R R R R R S R RS R RS RN SRR AR AR R RN RS R RSN AR ARSI R ARG EANA Y R R RN A AT R A LRI TN TEENERRALERTHENRTRNNERST

110 120 130 210 2zo
ITERATION HUNBER ITERATION NTUMEER

* Note: This process is repeated for each run




NMS — Results

» Examine Results.txt file: Stress

aTREZS IN RELATION TO DIMEMNSIONALITY (Muwmber of Axes)

Stress in real data Stress in randomized data
10 runi(=s) Monte Carlo test,;

Axes  Minimum Mean Maximuan Minirnuan Mean Maximnuan

aG.376 4n.541 Sd.222
a0.3660 2z .469 25.766
g.919 S.954 9,268
6.07a b.280 TR =
4.217 4,499

proportion of randomizsed runs with stress < or = ohserved stress

., p = (1 + no. permutations <= ohserved] /(1 + no. permutations]

Number of Axes — p values: 3 (stress = 13.418)




NMS - Suggested Procedure: Step2

» Goal: Select the Best Solution: [EEE Groups Tooks window
. - iaraph Ordination 3
Plot stress vs. dimensions

How: After running NMS in PC-ORD ‘ Ordered Main Matrix
Use: Graph | NMS Scree Plot

NMS Results

NOTE:

Real Data  Randomized Data

If the stress
Increases with
additional
dimensions,
the model is
over-fitted

Cimensions



Information Theory - Suggested Procedure

» Trade-off between model fit and complexity
(e.g., Akaike information criterion)

Measure of relative goodness of fit of a statistical model

Quantifies tradeoff between accuracy / complexity of model

AIC = 2k — 2In(L)

- Where:

k Is the number of parameters in the statistical model
L is the likelihood function for the estimated model




NMDS model - Suggested Procedure

» Trade-off between model fit and complexity
Measure of relative goodness of fit of the NMDS

Quantifies tradeoff between accuracy / complexity of NMDS

NMDS_Criterion = Stress + (Axes * K) ‘

- Where;

Axes = number of axes (dimensions) in model
K is the constant “stress” penalty for each axis




NMS - Suggested Procedure:

» PC-ORD uses the following criteria (for reference):

Comparing final (minimum) stress values among the best
solutions, picks one best solution for each dimensionality.

Additional dimensions considered useful if they reduce
final stress > 5 (on a scale of 0-100). PC-ORD selects
the highest dimensionality that meets this criterion.

At that dimensionality, final (minimum) stress must be
lower than that for 95% of randomized runs (i.e. p < 0.05).

If this criterion i1s not met, PC-ORD does not accept that
solution and chooses a lower-dimensional solution,
provided that it passes the specific randomization test.




NMS - Suggested Procedure:

» Criteria for selecting number of dimensions:
* marginal change in stress
p values

NOTE:
NMS Results

If stress does

e not increase,
e with added Ds,

computer
considers
marginal
decline with
added Ds

Next, consider
Dimensions the P values




NMS - Suggested Procedure:

» Goal: Check for a better-than-random solution using
the results of the Randomization test (p values)

» Limitations: Helpful but not fool-proof

The most common problems are:
Strong outliers, single super-abundant species,
small data sets (e.g.,< 10 SUs), many zeros

» Note: The first axis with randomized community data
IS often as strong or stronger than the real data.

The randomization creates rows with unequal
abundances. Thus the 1-D NMS solution from the
shuffled data tends to capture variation in row totals.
Interpret 1-D solutions carefully




NMS - Suggested Procedure:

» Goal: Select number of dimensions beyond which
additional dimensions provide only small stress reductions

» Suggestion: Follow PC-ORD’s recommendation
— but check for safeguards
» Note:

* “No firm fixed criterion for selecting an appropriate
number of dimensions” (Kruskal and Wish 1978)

AXis scores depend on the number of axes.

Remember: First dimension on best multi-Dimensional
(2-D, 3-D, ...) result will be different




NMS - Suggested Procedure:

» Trade-Offs:
Final stress decreases and the proportion of the
variance represented increases with more axes
Complexity of explanation increases with more axes
Pick as few (significant) dimensions as possible
— based on stress reductions
Beware of unstable results (stress wiggles with iterations)
Consult the instability of the final answer

NO matter what:
Do not trust results with large stress values (> 20)




NMS - Suggested Procedure:

» Check the following plot of stress vs. iteration for
stability for the NMDS chosen solution

* Look for smooth curves
- Strive for instability < 10 3 (< 0.001)

Stable _ Unstable

WMMNWMN




NMS - Suggested Procedure:

» Use Data Exploration to explore stress of NMS analysis

Assessing the
dependence of stress
on sample size, by
subsampling rows of
matrix of 50 samples
by 29 species

Final Stress (%)

Fewer samples lead
to lower stress

&)
O/
0 10 20 30 40 50

Number of Sample Units




NMS - Suggested Procedure:

» Use Data Exploration to explore stress of NMS analysis

Assessing the

dependence of NMDS _ —
: ® Species remaining, count
stress on progressive

_ ¢ Final Stress
removal of rare species
from the data set

30 &

Fewer species lead
to lower stress

Stress (%) or Spp count

0 20 40 60 80 100
Criterion for species retention (% of SU's)




NMS — What to Report

Samples / Species Considered
Data Transformations / Relativizations

Distance measure used

Did you use a random starting point ?
Number of runs with real / random data
Number of dimensions considered

How did you select the dimensions

Final stress / instability of best solution

Monte Carlo tests results (runs, p values)
Proportion of variance explained by each axis (r ?)
Plot Overlays (env. data / species)

Correlations of env. data / species with axes (Tau)




NMS - References
* PC-ORD uses the following algorithms:

Mather, P. M. 1976. Computational methods of multivariate analysis
In physical geography. J. Wiley & Sons, London. 532 pp.

Kruskal, J. B. 1964. Multidimensional scaling by optimizing goodness
of fit to a nonnumeric hypothesis. Psychometrical 29: 1-27.

* For a review of NMS, cite:

Clarke, K.R. 1993. Non-parametric multivariate analyses of changes
In community structure. Australian Journal of Ecology 18: 117-143.

Kneel, N.C., Orloci, L., 1986. Applying metric and nonmetric
multidimensional scaling to ecological studies: some new results.
Ecology 67: 919-923.




NMS — Examples |

» Seabird communities of the Indian Ocean
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Selected an observation
day as the sampling
unit for the community
level analysis because
we regarded the daily
transects as discrete
samples, separated

by night time periods
with no survey effort.

(Hyrenbach et al. 2007)

Our sample size was a matrix of 16 daily transects and 46 taxa.

We standardized data using relative abundance (birds / km 2) of the taxa.
To ensure each sample was weighted equally in the analysis, we used
the relative Sorensen (Bray-Curtis) distance measure (Manly, 1994).




NMS — Examples |

» Seabird communities of the Indian Ocean

* The NMS selected 3 habitat axes, which accounted for
73.4 % of variance observed in the seabird community

- The first axis (R? = 0.15) described latitudinal gradients associated
with a concurrent SST decrease and CHL increase (to the south).

- The second axis (R? = 0.41) illustrated concurrent lat / long changes in
wind speed, depth, CHL, SST, and gradients in ocean depth and SST.

- The third axis (R? = 0.17) captured the influence of onshore—offshore
gradients in CHL, irrespective of lat and long.

* Because axis 2 and 3 explained a higher proportion of
the observed variability, we plotted the survey transects
and species distributions in 2-dimensions

(Hyrenbach et al. 2007)
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NMS — Examples |

» Seabird community structure in the Indian Ocean
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Three seabird assemblages:

Shallow
1.0 :

TRANSECTS

1 2
16

North

3
4
10 768

11

313
1
EZ 14

South

-1.5

Deep

-1.0

-0.5 0.0
AXis 2

0.5 1.0

sub-Antarctic, subtropical offshore, subtropical nearshore

(Hyrenbac

h et al. 2007)




NMS — Examples Il

» Seabirds and subsurface predators around O’ahu

158°30'W  158°15'  158°00' 157°45' 157°30"
0

69 seabird foraging
observations recorded

21°45'N

Presence of subsurface
predators was not
ascertained in 7 schools

i —
/~ Molokai

‘ In 2 of 62 remaining
: M e | observations, no

Stk —| subsurface predators
1 | were present

(Hebshi et al. 2008)




NMS — Examples li

» Seabirds and subsurface predators around O’ahu

The NMDS analysis relied on a similarity matrix created using
the Sorensen (Bray-Curtis) index from the raw seabird counts
and 13 explanatory variables describing:

- type of fishing (commercial vs. sport)

- subsurface predator (skipjack tuna, mahimahi, spotted dolphin,
false killer whale, yellowfin tuna, unknown),

- geographic location around O’ahu
(Waianae, Penguin Bank, Kaena Point, other *).

*Only those locations contributing at least 10%
(7 or more) observations considered in analysis.

(Hebshi et al. 2008)




NMS — Examples li

» Seabirds and subsurface predators around O’ahu

NMS identified 2 highly (99.3%)
orthogonal axes (r = — 0.082),
which explained 67.9% of the
cumulative observed variance

axisl, R 2: 0.502
axis2: R 2: 0.178

But NMDS stress was high
(17.873), suggesting that the
test performance was “fair”,
and the results should be
Interpreted with caution
(McCune & Grace 2002)

-0.2 -
~0.4 -

-0.6

084 Sltressl: 17.873

-0.8 -06 -04 -02 00 02 04 06 08
Axis 1

Fig. 7. NMDS plot showing 2-dimensional distances among

the 5 most abundant seabirds (WTSH = wedge-tailed shear-

water, SOTE = sooty tern, RFBO = red-footed booby, BLNO =

black noddy, BRNO = brown noddy), 2 fishery types (commer-

cial [Com] vs. recreational [Rec]), and 3 subsuiface-predator
types (M = mahimahi, O = odontocete, S = skipjack)

(Hebshi et al. 2008)




N M S - Exa m p I e S I I Table 2. Kendall comrelations with first and second ordination

axes (n = 67). Sigmficant valuez are m bold, Significance
lewels are: (g pes = 0.341, g 55 = 0.241. See Table 1 for scientific
names of seabird species and predator tvpe

» Seabirds and subsurface | |
predators around O’ahu: = o

Seabird species
Wedge-tailed sheawater —0.770 0.427

* The seabird community was Browm noddy ot 103

Blarck noddy !
influenced by the presence of 3 Red-focted hacby 0,063 0017

Sooty tern . —0.320

species: wedge-tailed shearwaters, | Wheem 0.119

. ooty 01'_5]'u:-rt—tmled 0.0 —0.147
brown noddies and sooty terns P amger _o.008
' . fﬂ'ﬂuth]ﬁc‘]:; Ekui_ﬂ _:E: i : E:%g_l
* The first axis captured the Great frigatebizd 0 05t 0.001

Vessel hype

differences between commercial = _o.o11

Commercial 0011

and sport fishing vessels, while Location. . e
the second axis captured variability | FeoounBenks 0 oo g2
Windward i —0.288

across geographic locations Other Z0.125

Predator type
» This analysis also revealed eimets 040

R ] i ] False killer whale 1 0,016
significant correlations with first e ot L
axis for 2 subsurface predators:

Unknown 0.241 —-0.100
mahimahi (+) and skipjack tuna (-) (Hebshi et al. 2008)




Take Home Messages

» NMDS is a flexible and powerful tool

» NMDS computational approach allows the integration
of different datasets into multivariate patterns

» This inherent flexibility makes this technique difficult
to interpret due to the inherent variability (not deterministic)

» Use NMDS to tell ecological stories that balance the
“noise” in the data with “statistical significance” of patterns.

» Mind the trade-off between simplicity and completeness.

» Data exploration can help you use NMDS most
efficiently, by carefully choosing the sample sizes and
species / variables to include in your analyses.




