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Distance Measures

The first step of most multivariate analyses is to
calculate a matrix of distances or similarities among a
set of items in a multidimensional space. This is
analogous to constructing the triangular "mileage chart”
provided with many road maps. But in our case, we
need to build a matrix of distances in hyperspace, rather
than the two-dimensional map space. Fortunately, it is
just as easy to calculate distances in a multidimensional
space as it is in a two-dimensional space,

Unlike physical distances
(e.g., mileage along
roads), variable space is
the result of combining
(McCune & Grace 2002) the differences in

multiple variables.
This first step 15 extremely important.  If

information is ignored in this step, then it cannot be These variables can
cxpressed in the results. Likewise, if noise or outliers represent either:

are exaggerated by the distance measure, then these

unwanted features of our data will have undue influence - Species abundance
on the results, perhaps obscuring meaningful patterns.

- Environmental data
(McCune & Grace 2002)




. Features of a good
Distance Measures distance metrig?

What constitutes total similarity, and particularly total Bpunded:
dissimilarity, of two samples depends on the specific Distances must be
similarity coefficient adopted but there are clearly constrained by a

some properties that it would be desirable for a coeff- C
icient to possess. For example, most biologists would limited range

feel that S should equal zero when two samples have (e_g_, 0-100%, O-l)
no species in common and S must equal 100% if two
samples have identical entries (after modification, in
cases b and ¢ above).

Reflexive:

Distance from A to

B = Distance from
A similarity coefficient S is conventionally defined to Bto A

take values in the range (0, 100%), or less commonly
(0, 1), with the ends of the range representing the

(Clarke & Warwick 2001)

extreme possibilities: Sensitive:
S =100% (or 1) if two samples are totally similar; Its value Changes
S = 0 if two samples are totally dissimilar. SmOOth|y, as the

(Clarke & Warwick 2001) distance changes



Distance Measures

Dhstance measures are flexible:

¢ Resemblance can be measured either as a
distance (dissimilarity) or a similarity.

Most distance measures can readily be con-
verted into similarities and vice-versa.

All of the distance measures described below
can be applied to either binary (presence-
absence) or quantitative data.

(McCune & Grace 2002)




Similarity T Continuous Data

i Which of these lengths are most similar ?

A)I0mmé&lcm B)20mmé&lcm C)20 mm & 10 mm

i When are two shapes similar ?




Similarity- Categorical Data

i When are two samples most similar ? Two attributes:

color / shape

@ He O

A C D F

Similarity with sample A
Samples A-B: (a1l =0, a2 =0) (0+0)/2=0%
Samples A-C: (a1l =0,a2=1) (1+0)/2=50%

SamplesA-D: (al=1,a2=1) (1+1)/2=100%
Samples A-F. (al=1,a2=0) (0+1)/2=50%




Similarity T Species Data

i When are two species samples similar ?

How would we calculate similarity ?

Species Occurrence:
Count how many species shared /
unigue in each sample out of total

Species Abundance:
Compare the abundances of each
species Iin each pair of samples




Quantifying Data Similarity

i The goal of distance metrics is to quantify the similarity
(dissimilarity) between all pairs of samples (and species)
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Quantifying Data Similarity

i How to calculate distances between the species / samples ?

Species space

SUA
.

¢
sp1 Sample space

P

c
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@
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©
0p)

0 1 2 3 0 1 2 3 4 5
Sample Unit £ Species :

Distance (SU-A) =4-1 =3 Distance (Sp-1) =5-1 =4
Distance (SU-B) =5-2=3 Distance (Sp-2) =4-2 =2

Distance =[(3"2) + (3"2) ] = Distance =[(4"2) + (2"2)] =
sqrt (18) =4.24 sqgrt (20) = 4.47




Quantifying Data Similarity

Euclidean Distance: Beaut i fully si mpl e

D:li/xk+ yk

k = 2 gives Euclidean distance

EUCLIDEAN
DISTANCE

™
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k=1 gives cityblock distance SPECIES 1




Euclidean Distance 1

Euclidean Distance: Just like the hypotenuse of a triangle

|OP|2=x12+x;‘ |PQ|2=(x1_y1)2+(xz_yz)2

! x=[x; x]

:Qy=[y1 »21

|OPP=x; +x +x;

diy = —1)" + (=)

that is, the distance itself is the square root

can be cal c
d,, =, =y +(x, = y,)° two or more dimensions




Euclidean Distance 1

Quantify distances between sample pairs using 3 continuous
variables measured concurrently: pollution, depth, SST.

For example’ apply Euclidean Sample Pollution Depth SST
Distance to quantify distance S29 6.0 51 3.0
between 2 samples (s29, s30):  S30 1.9 99 29

Ay ez = 4/ (6.0—1.9)% +(51-99)% + (3.0—2.9)°

=/16.81+ 2304 +0.01 — /232082 =48.17

Is resulting distance equally influenced by the 3 variables?

4517 74.433 3.057

NO WAY ! Why not ? sd. 2141 15.615 0.281



Euclidean Distance 2

Standardized Euclidean Distance:

Data standardization balances contributions of the
variables. The conventional approach is to transform the
variables so they all have the same variance of 1.

We also center variables at their means T centering is not
necessary for calculating distance, but makes variables
all have a mean of zero and thus easier to compare.

Standardization calculated as follows:
Std. value = (original value i mean) / standard deviation

A standardized score indicates how many SDs observation from the mean:

Z = (value T mean)/ SD

NOTE: This works for normally distributed data. Species count are not normal




Euclidean Distance 3
Relativized Euclidean Distance (RED):

Similar conceptually to Euclidean distance, except distance
measure adjusted so sums of squares for each row equal one.

RED ranges from 0 to SQRT(2), for all non-negative data.

RED builds in a standardization. It puts differently scaled
variables on the same footing, eliminating any signal other
than relative abundance.

This effectively removes differences in overall abundances
among sample units, instead focusing analysis on the
differences in relative abundances among species.



Proportional Distance Measures

Proportion Indices: Yield proportional distance (0 - 100%)
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Proportional Distance Measures

Proportion Indices: Used for continuous, count and
categorical data (Presence / Absence)

Sorensenimilarity =

2( A/EB)

(AC B) + (AZAB)

Rage of values:

No overlap: O
Full overlap: 1

Numerator:

Denominator:

Jaccard smilarity =

A/EB
ACB

Rage of values:

No overlap: O
Full overlap: 1

Numerator:

Denominator:




Proportional Distance Measures 1 Ex 1

: .. - ¢ Sample space
Correlation Coefficient: | © sp1 Pie S

Species in SU1 vs SU2

Sample Unit

0 1 2 3
Sample Unit /

Problems: But @4 <r<+1 (range notfromOto 1)
And it needs to be flipped (larger r = more similar)

Solution: Correlation coefficient rescaled to distance
measure of range O - 1 by:

I distancé™ (1' r)/z




Proportional Distance Measures T Ex 1

Assessing Correlation as a Distance Metric:

2.0 =Y ) = Vi)
\/Z & U

- Is r influenced by large values (outliers) ?

Answer: YES
It assumes normal distributions. Thus, transform the data, so large
counts or biomass do not totally dominate the coefficient.

- Is r (correlation) influenced by joint absences ?

Answer: YES
Two samples are more highly positively correlated (and yield r closer
to 1) if species are added which have zero counts for both samples.




Proportional Distance Measures 1 Ex 1

U "Joint absences" often change the similarity between two species
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Proportional Distance Measures T EXx 2

Assessing Bray Curtis (Sorensen) as a Distance Metric:

3

p .
P vy - va e )

p p
G yik)J e (yz’j )

S 5 =100:1-

\

Y represents entry in ith row and jth column of data matrix

(i.e. abundance (biomass,cover) of ith species in jth sample)
i=12,...,p;]=1, 2,...,n).

Yik is the count for the ith species in the kth sample.

NOTE: The separate sums in numerator and denominator
are calculated over all species in the matrix.




Proportional Distance Measures i Ex 2

Assessing Bray Curtis (Sorensen) as a Distance Metric:
(a) Abundance for selected species and years.

(b) Bray-Curtis similarities between sample pairs.

(@)Year: 64 68 71 73 (b) S (1,4):
(Sample 1 2 3 4)Samplel 2 3 4
Species 1 -

Echinoca. 0 2 8 - spl 9 9
Myrioche 0O O 3 0 42 - sp2 16 29
Labidopl 0 4 189 21 4 -| sp3 19
Amaeana 12 144 sp4

Capitella 128 344 zgg

Mytilus O O

Species Num. Denom.

S (1,4) = 39.3%




Proportional Distance Measures i Ex 2

Why does Bray-Curtis have such dominant role ?

One of very few measures that satisfies all desirable criteria 1
thus making it a metric:

It takes value 100 when 2 samples are identical

(as do most coefficients);

it takes value 0 when 2 samples have no species in common
(this is a tougher condition and most coefficients fall it);

a change of measurement unit does not affect its value

(most coefficients pass this one);

value unchanged by inclusion/exclusion of joint-absent species
(another difficult condition to satisfy and many coefficients fail);
Inclusion/exclusion of a third sample, C, in the data array makes
no difference to the similarity between samples A and B

(many coefficients fail, because they include standardization)




Wh at 6 features defl ne a

Reflexive: Dab = Dba

Bounded: (values within closed bound)

value of 100 when 2 samples are identical

value of O when 2 samples have no common species

Unitless: changing measurement unit does not affect D

Joint Absences: value unchanged by inclusion /
exclusion of joint-absent species

inclusion/exclusion of 3" sample, C, in data array does
not influence similarity between samples A and B




Distance Measures - Approach

Similarities calculated between every pair of samples.

Conventionally: For a set of n samples, there are n(n-1) / 2
pair-wise distances set in a triangular matrix.

The equations use the following conventions: Our
data matrix A has g rows, which are sample units and p
columns, which are species. FEach element of the
matrix, a;;, 15 the abundance of species j in sample unit
i. Most of the following distance measures can also be
used on binary data (1 or 0 for presence or absence). In
each of the following equations, we are calculating the
distance between sample units { and 4.
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Example - Data Exploration
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Example - Data Exploration

SNnEea Ordination  Graph  Groups

U Row Summary

Compact-Farmat Data Summmary
Fow And Column Summarsy .
Outier nalysi ranges, skewness, kurtosis, # of zeros
Species-area Curves |

Species Lisks

Write Distance Matrix

desserts_&_colors - samples

summary of: 14 samples skewness Kurtosis

o
[\

AVERAGES:

o
=

Averages:




Example - Data Exploration

U Column Summary

data ranges, skewness, # of zeros

desserts_&_colors - samples

Summary of:

aquamari

black

blue

brown

burntsie -1.000
cyan 0.000
gold -0.4286
green 1.429
grey -0.7143e-01
hot pink -1.714
indigo 0.571
Timegree -2.286
magenta -0.5714
maroon -0.7143e-01
orange -0.7143
pink 0.214
purple 0.500
rust -0.7857
salmon -1.000

54 species

38.0000
7.0000
20.0000
-2.000
-14.00
0.000
-6.000
20.0000
-1.000
-24.00
8.0000
-32.00
-8.000
-1.000
-10.00
3.0000
7.0000
-11.00
-14.00

14 samples

wurwo (W g N BRNMNO

sepia 15 _empty




Example I Distance Calculation

Matrix Format:
Pairwise distances

- Full matrix
(redundant info)

- Linear array, by
sample name

- Linear array, by
sample number

Write Distance
Matrix:

2 PC-ORD 6.19 - Project: test - e
File Edit Advisor Medify Data [Summarj.r] Ordination Graph Groups

Compact-Format Data Summary

Row And Column Summary

Select to calculate
Distances for
matrix 1

Outlier Analysis

Species-area Curves

Species Lists

Write Distance Matrix

==

Distance or Correlation Matrix

Write Distance Matrix

Write to
" Result file

" Spreadsheet file

+ Distance

" Correlation

Distance Measure

Distance

Spreadsheet
o

File Type
" *wk1 (Lotus 1-2-3 spreadsheet)

" * csv (comma-separated values)

fe * xls; * xlsx (Microsoft Excel)

Distance Matrix Format
" Full matrix

" List by numbers {row number, column number, value)

" Sorensen (Bray-Curtis)
" Relative Sorensen

" Jaccard

" Euclidean (Pythagorean)
f« Relative Euclidean

" Correlation

" Chi-sguared

" Squared Euclidean

Measure:

Select one
to calculate
sample unit
distance
matrix




Similarity & Dissimilarity
u Raw data =xpressed in terms of individual variables
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o Similarity (S) sxpressed in terms of all of the variables
i Remember, by definition: Dissimilarity = 1 - Similarity

14 samples 14 samples

14 samples 14 samples
Q a Q Q a Q a Q Q a Q a Q Q Q a a Q Q Q Q Q Q a Q Q
pm dl df sl am ek rk in Jsl tt It jul d dh pm dl df sl am ek rk in isl tt It jul d dh

1 -0.26364 0.168182 0.372727 0.145455 0.040909 -0.03182 -0.05455 0.277273 -0.08182 0.109091 0.263636 0.177273 0.036364 0 23.57965 19.13113 16.61325 19.39072 20.54264 21.30728 21.54066 17.83255 21.81742 19.79899 18 19.0263 20.59126

0.26364 1 0.277273 0.172727 -0.06818 -0.00909 0.027273 0.140905 -0.03636 0.040509 0.221818 0.045455 0.172727 0.145455 23.57965 0 17.83255 19.07878 21.67948 21.07131 20.68816 19.44222 21.35416 20.54264 18.38478 20.4939 19.07878 19.39072
0.168182 0.277273 1 0.318182 0.168182 0.422727 0.104545 0.254545 0.240909 0.231818 0.240909 0.272727 0.104545 0.245455 19.13113 17.83255 0 17.32051 19.13113 15.93738 19.84943 18.11077 18.27567 18.38478 18.27567 17.88854 19.84943 18.22087
0372727 0.172727 0.318182 1 0.454545 0.454545 0.127273 0 0.418182 0.263636 0.240909 0.6 0.177273 0.163636 16.61335| 19.07878| 17.33051 0] 15.49192| 15.45193| 19.59592 20.97618 16 8 17.02933 13.2665 19.0262 19.18333
0.145455 -0.06818 0.168182 0.454545 1 0104545 -0.05 -0.07727 0.095455 -0.03636 0.236364 0.436364 0.009091 0.05 19.39072 21.67948 19.13113 15.49193 0 19.84943 2149418 21.77154 19.94994 21.35416 18.3303 15.74802 20.88061 20.44505
0.040903 -0.00909 0.422727 0.454545 0.104545 1 0118132 0109091 0.222727 0.295455 0.277273 0.340909 0.072727 0.395455 20.54264 21.07131 15.93738 15.49193 19.84943 19.69772 19.79899 18.49324 17.60682 17.83255 17.02939 20.19901 16.30951
003182] 00ZTFA| 0104545| 0AZIIT3 “0.05| 0118182 1 05| -0.05909| 0.018182| -0.08636) -0.05909| -0.05455 -0.13636 21.30728 20.68816 19.34943 19.59592 21.49418 19.65772 0 14.07125 21.58703 20.78461 21.86321 2158703 21.54066 22.36068
0.05455 0.140909 0.254545 0 -0.07727 0.109091 0.55 1] 0.109051 0.145455| 0.08636 -0.02273| -0.15182] -0.06815) 21.54066 19.44222 18.11077 2097618 21.77154 19.79899 14.07125 19.79899 19.39072 21.86321 21.2132 22.80351 21.67948

0.277273 -0.03636 0.240909 0.418182 0.095455 0.222727 -0.05909 0.109091 1 0.263636 0.031818 0.377273 -0.10909 0.031818 17.83255] 21.35416] 18.27567 16| 19.54994| 18.49324| 21.58703| 19.79899 o 8| 20.63977| 16.55295| 22.0072| 20.63377

-0.08182 0.040909 0.231818 0.263636 -0.03636 0.295455 0.018182 0.145455 0.263636 1 0059091 0.363636 -0.28182 -0.07727 i;i;‘;g i;-z‘;;‘: i:zz;i - 019;: 21-832‘3‘;: E-Z;’:: ig-;z‘a‘; ;i::gﬁ _ 639;3 - aasa: 20.34699 1;1;:3: i;-;:zg: 2;-35:
0.109091 0.231818 0.240909 0.340909 0.236364 0.277273 -0.08636 -0.08636 0.031818 0.059091 1 0.1 0.45 0.068182 z . - . B - - - - - g 8 -

18 20.4939 17.88354 13.2665 15.74802 17.02939 21.58703 21.2132 16.552395 16.7332 19.89975 0 22.93469 18.3303

0.263636 0.045455 0.272727 0.6 0.436364 0.340309 -0.05303 -0.02273 0.377273 0.363636 0.1 1 -0.19545 0.236364
19.0263 19.07878 19.84943 19.0263 20.88061 20.19901 21.54066 22.80351 22.09072 23.74868 15.55635 22.93469 0 20.24346

0.177273 0.172727 0.104545 0.177273 0.009091 0.072727 -0.05455 -0.18182 -0.10909 -0.28182 0.45 -0.19545 1 0.068182

20.59126 19.39072 18.22087 19.18333 20.44505 16.30951 22.36068 21.67948 20.63977 21.77154 20.24846 18.3303 20.24846 0
0.036364 0.145455 0.245455 0.163636 0.05 0.385455 -0.13636 -0.06818 0.031818 -0.07727 0.068182 0.236364 0.068182 1

U Which matrix is which ? Dissimilarity OR Similarity




Similarity & Dissimilarity

a Similarity (S) sxpressed for all pairwise sample units

Distance measure = Relative Fuclidean Distance measure = Relative Euclidean

DISTANCE MATRIX IN LIST FORMAT
DISTANCE MATRIX IN LIST FORMAT samples samples DISTANCE

samples s=samples DISTANCE pm di .58974
1.58974 Dm df 28882

P yasi =1 .12006

1.28382 pm am .30732

1.12008 pm ek . 38498

1.30732 Pt rk .43654

Matrix Format: Matrix Format:
By Sample Unit Number By Sample Unit Name




Distance Measures 1T Next Steps

Samples
12273 4

2 4 =3

i /v Clustering
S of samples

Transformed Sample

(to balance rarer similarities

and common spp) (non-correlation
based, e.g.
Bray-Curtis)

Ordination
of samples
(usually
rank-based)

Distance measures facilitate the reduction of multi-variate
data (from multiple variables) into a single dimension

Distancesusedt o -mMapeo t he dat a



Distance Measures T Summary 1

The distances

(similarity / dissimilarity)
between pairs of samples
OR sampling units

are influenced by the
selection of the

distance measure

Different distance
measures are applicable
to different types of data
(categorical / continuous)

X2

Measure

Pair

Distance

X17 X2
X17i X3
(X1i X2) A2
(X1i X3) "2

1,2
1,3

1,2
1,3

D




Distance Measures T Summary 2

Table: Reazonable and acceptable domains of input data, x, and ranges of distance measures, f{x).

Domain
Name (synonyms) of x Range of fix) Comments

SOrensen =0 l=x=1 proportion coefficient in city-block space
(Bray & Curtis; (or0=x=100%)

Czekanowski)

Relative Sorensen (relativized ;2 l=x=1 proportion coefficient in city-block spacs;
Manhattan}) (or 0 £x < 100%) zame as Sorensen but data points
relativized by sample unit totals

Jaccard ¢ ® d=x=1 proportion coefficient in city-block space
for 0=x=100%)

Euclidean non-negative
(Pvthagorean)

Relative Euclidean 0 == =52 for guarter Euclidean distance between points on unit

(Chord distance:; hypersphere; 0 =x = hyperzphere
' 2 for full hypersphere

standardized Euclidean}

Correlation distance dzx=1 converted from correlation to distance;
proportional to arc distance between points
on unit hyperzphere; cosine of angle from
centroid to points.

Chi-squared ;= ;= Euclidean but doubly weighted by variable
and sample unit totals

Squared Euclidean
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Distance metrics suited for continuous data.

Domain

Name (synonyms) of x Range of d = f{x) Comments

Euclidean (Pythagorean) all non-negative metric

Relative Euclidean all Euclidean distance between
0 < d<~2 for quart
(Chord distance; or quate points on unit hypersphere;

. : hypersphere; 0 <d <2 :
standardized Euclidean) for full hypersphere
Correlation distance 0<d=1 converted from correlation to

distance; proportional to arc
distance between points on unit

hypersphere; cosine of angle
from centroid to points) metric

Domain of x values: range of measurements can yield address

Range of d = f(x): what range of distances does index yield
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Distance metrics suited for positive data (and P/ A).

Domain

Name (synonyms) of x Range of d=f{x) Comments

Serensen xz0 0<d=1 proportion coefficient in city-
(Bray & Curtis; (or 0 < x < 100%) block space; [semimetric
Czekanowski) -

Relative Serensen Xz 0<d<1 proportion coefficient in city-

(Kulczynski; Quantitative (or 0 < x < 100%) block space: same as Serensen

Symmetric) but data points relativized by
sample unit totals] semimetric

Jaceard Xz 0<d<1 proportion coefficient in city-
(or 0 < d < 100%) block space: metric

Domain of x values: range of measurements can yield address

Range of d = f(x): what range of distances does index yield
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Defining three types of
distance measures:

Metric
Semimetric

Nonmetric

Distance measures can be categorized as metric,
semimetric, or nonmetric. A metric distance measure
must satisfy the following rules:

1. The minimum value is zero when two items are

identical.
When two items differ, the distance is positive
(negative distances are not allowed).

. Symmetry: the distance firom objects A to object
B is the same as the distance from B to A.
Triangle inequality axiom: With three objects,
the distance between two of these objecis
cannot be larger than the sum of the two other
distances.

Semimetrics can violate the triangle inequality axiom.
Examples include the Sarensen (Bray-Curtis) and
Kulczynski distances. Semimetrics are extremely use-

ful In community ecology but obey a non-Euclidean
geometry. Nonmetrics violate one or more of the other
rules and are seldom used in ecology.

(McCune &Grace 2002)
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The axioms of distance: A true measure of distance,
called a metric, obeys 3 properties:

Where Dab denotes distance between objects a and b:

1. Dab =Dba (symmetrical distances)
2.Dab O 0 and = 0 i (positvedistarces) y

3.Dab O Dchc +

The third axiom,
called the triangle
inequality, may

also seem intuitively
obvious but is more
difficult to satisfy.




Distance Measures T Summary 5
The triangle inequality axiom:

If we draw a triangle abc in our Euclidean world, then it is obvious that
the distance from a to b must be shorter than the sum of the distances
via another point c, that is from a to ¢ and from c to b.

Triangle inequality can

only be an equality if ¢

lies exactly on line

connecting a and b.
duh < duc + d{.‘b da."} = dac + d{:b

However, many acceptable distance measures do not satisfy this axiom.

Because these are true di st a
they are not distance metrics.




Distance Measures I Recommendations

How to select a distance measure?

NOTE: Sometimes, you will not have a choice (like PCA)
Use class notes, gurus (class texts), other papers

Some Recommendations:

U Consider if dealing with continuous / discrete data

U S =0 if the two samples have no species in common.

U Of course, S = 100 if two samples are identical.

U A scale change in measurements does not change S.
(For example, biomass expressed in g rather than mg)

U "Joint absences" have no effect on S.
(Species not present in either sample, have no influence)
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Distance Measures T Recommendations
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Mind your Distance Measures

A\ VARNING

The first step in all multivariate
data analyses is to calculate
all the pair-wise distances
between the samples




Practical Advice

U Distance Measures i Euclidean Distance

U 3 Advantages:

Easy to conceptualize
Data Range: + O -

A real metric




