
Distance Measures

üObjectives:

Discuss Distance Measures

Illustrate Distance Measures



Quantifying Data Similarity

Multivariate Analyses Re-map the data from 

ñReal Worldò  Space to ñMulti-variate Spaceò



Distance Measures

(McCune & Grace 2002)

Unlike physical distances 

(e.g., mileage along 

roads), variable space is 

the result of combining 

the differences in 

multiple variables.

These variables can 

represent either:

- Species abundance

- Environmental data

(McCune & Grace 2002)



Distance Measures
Features of a good 

distance metric?

- Bounded: 

Distances must be 

constrained by a 

limited range

(e.g., 0-100%, 0-1)

- Reflexive:                     

Distance from A to 

B = Distance from 

B to A

- Sensitive:                       

Its value changes 

smoothly, as the 

distance changes

(Clarke & Warwick 2001)

(Clarke & Warwick 2001)



Distance Measures

(McCune & Grace 2002)



Similarity ïContinuous Data

üWhich of these lengths are most similar ? 

A) 10 mm & 1 cm B) 20 mm & 1 cm C) 20 mm & 10 mm 

üWhen are two shapes similar ? 

A                          B                 C             D                 F



Similarity- Categorical Data

üWhen are two samples most similar ? 

A                          B                 C             D                 F

Two attributes: 

color / shape

Samples A-B:  (a1 = 0, a2 = 0)

Samples A-C:  (a1 = 0, a2 = 1)

Samples A-D:  (a1 = 1, a2 = 1)

Samples A-F:  (a1 = 1, a2 = 0)

Similarity with sample A

(0 + 0) / 2 = 0%

(1 + 0) / 2 = 50%

(1 + 1) / 2 = 100%

(0 + 1) / 2 = 50%



Similarity ïSpecies Data
üWhen are two species samples similar ? 

How would we calculate similarity ? 

Species Occurrence:

Count how many species shared / 

unique in each sample out of total

Species Abundance:

Compare the abundances of each 

species in each pair of samples

S1                 S2                     S3                  S4



üThe goal of distance metrics is to quantify the similarity  

(dissimilarity) between all pairs of samples (and species)
 

 Species 

Sample unit 1 2 

A 1 4 

B 5 2 
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Quantifying Data Similarity

Plot data in the 

variable spaceé 



üHow to calculate distances between the species / samples ? 
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Quantifying Data Similarity

Distance (SU-A) = 4-1 = 3

Distance (SU-B) = 5-2 = 3  

Distance = [(3^2) + (3^2) ] = 

sqrt (18) = 4.24 

Distance (Sp-1) = 5-1 = 4

Distance (Sp-2) = 4-2 = 2  

Distance = [(4^2) + (2^2) ] = 

sqrt (20) = 4.47 



Euclidean Distance:  Beautifully simpleé but limited

k kk  y + x =D

k = 2 gives Euclidean distance

k = 1 gives city-block distance
X

Y

Quantifying Data Similarity



Euclidean Distance 1

Euclidean Distance:  Just like the hypotenuse of a triangle

é can be calculated in 

two or more dimensions



Euclidean Distance 1

Quantify distances between sample pairs using 3 continuous 

variables measured concurrently: pollution, depth, SST. 

For example, apply Euclidean 

Distance to quantify distance 

between 2 samples (s29, s30):

Is resulting distance equally influenced by the 3 variables? 

NO WAY !

Sample Pollution Depth SST

S29 6.0 51 3.0

S30 1.9 99 2.9

Why not ?  



Euclidean Distance 2

Standardized Euclidean Distance:

Data standardization balances contributions of the 

variables.  The conventional approach is to transform the 

variables so they all have the same variance of 1. 

We also center variables at their means ïcentering is not 

necessary for calculating distance, but makes variables 

all have a mean of zero and thus easier to compare. 

Standardization calculated as follows:

Std. value = (original value ïmean) / standard deviation 

A standardized score indicates how many SDs observation from the mean:

Z = (value ïmean) / SD

NOTE:  This works for normally distributed data.  Species count are not normal



Euclidean Distance 3

Relativized Euclidean Distance (RED):

Similar conceptually to Euclidean distance, except distance 

measure adjusted so sums of squares for each row equal one. 

RED ranges from 0 to SQRT(2), for all non-negative data. 

RED builds in a standardization. It puts differently scaled 

variables on the same footing, eliminating any signal other 

than relative abundance. 

This effectively removes differences in overall abundances 

among sample units, instead focusing analysis on the 

differences in relative abundances among species. 



Proportional Distance Measures

Proportion Indices:  Yield proportional distance (0 - 100%)

Union:                                     Intersection:



Proportion Indices:  Used for continuous, count and  

categorical data (Presence / Absence) 

Sorensen similarity =  
A B

A B  + A B

2( )

( ) ( )

Æ

Ç Æ

Jaccard similarity =  
A B

A B

Æ

Ç

AB

Numerator:

Denominator:  

Numerator:

Denominator:  

Rage of values: 

No overlap: 0

Full overlap:  1

Rage of values: 

No overlap: 0

Full overlap:  1

Proportional Distance Measures



Correlation Coefficient:  

Species in SU1 vs SU2

Problems:  Buté -1 < r < +1  (range not from 0 to 1)

And it needs to be flipped (larger r = more similar)

Solution:  Correlation coefficient rescaled to distance 

measure of range 0 - 1 by:

2)1(distance /r -  = r
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Proportional Distance Measures ïEx 1



Assessing Correlation as a Distance Metric:

- Is r (correlation) influenced by joint absences ?

Answer:  YES 

Two samples are more highly positively correlated (and yield r closer 

to 1) if species are added which have zero counts for both samples. 

- Is r influenced by large values (outliers) ? 

Answer: YES 

It assumes normal distributions. Thus, transform the data, so large 

counts or biomass do not totally dominate the coefficient.

Proportional Distance Measures ïEx 1



ü"Joint absences" often change the similarity between two species

Proportional Distance Measures ïEx 1



Assessing Bray Curtis (Sorensen) as a Distance Metric:

Y represents entry in ith row and jth column of data matrix 

(i.e. abundance (biomass,cover) of ith species in jth sample)

(i = I, 2, ... , p; j = 1, 2, ... , n). 

Yik is the count for the ith species in the kth sample. 

NOTE:  The separate sums in numerator and denominator 

are calculated over all species in the matrix. 

Proportional Distance Measures ïEx 2



Assessing Bray Curtis (Sorensen) as a Distance Metric:

(a) Year: 64 68 71 73 (b) 

(Sample: 1 2 3 4) Sample 1 2 3 4 

Species 1 -

Echinoca. 9 0 0 0 2 8 -

Myrioche. 19 0 0 3 3 0 42 -

Labidopl. 9 37 0 10 4 39 21 4 -

Amaeana 0 12  144 9 

Capitella 0 128  344 2 

Mytilus 0 0 0 0 

(a) Abundance for selected species and years.  

(b) Bray-Curtis similarities between sample pairs. 

S (1,4):

sp1  

sp2  

sp3  

sp4  

sp5  

sp6

Species      Num.   Denom.

9

16

1

9

2

0

9

22

19

9

2

0

S (1,4) = 39.3%

Proportional Distance Measures ïEx 2



Why does Bray-Curtis have such dominant role ? 

One of very few measures that satisfies all desirable criteria ï

thus making it a metric: 

it takes value 100 when 2 samples are identical                           

(as do most coefficients); 

it takes value 0 when 2 samples have no species in common                                                                    

(this is a tougher condition and most coefficients fail it); 

a change of measurement unit does not affect its value              

(most coefficients pass this one); 

value unchanged by inclusion/exclusion of joint-absent species 

(another difficult condition to satisfy and many coefficients fail); 

inclusion/exclusion of a third sample, C, in the data array makes 

no difference to the similarity between samples A and B                  

(many coefficients fail, because they include standardization) 

Proportional Distance Measures ïEx 2



What 6 features define a ñgoodò Distance Measure ? 

Reflexive:  Dab = Dba

Bounded: (values within closed bound)

value of 100 when 2 samples are identical                          

value of 0 when 2 samples have no common species

Unitless: changing measurement unit does not affect D

Joint Absences: value unchanged by inclusion / 

exclusion of joint-absent species

inclusion/exclusion of 3rd sample, C, in data array does 

not influence similarity between samples A and B



Distance Measures  - Approach

Similarities calculated between every pair of samples.

Conventionally: For a set of n samples, there are n(n-1) / 2 

pair-wise distances set in a  triangular matrix. 



Example - Data Exploration

Metadata

Å14 samples

Å54 species

ÅData type?

(Q = quantitative)



Totals by species:  

Example - Data Exploration



üRow Summary

ranges, skewness, kurtosis, # of zeros 

Example - Data Exploration



üColumn Summary

data ranges, skewness, # of zeros 

Example - Data Exploration



Example ïDistance Calculation

Matrix Format: 

Pairwise distances

- Full matrix

(redundant info)

- Linear array, by 

sample name

- Linear array, by 

sample number

Distance

Measure:

Select one               

to calculate 

sample unit 

distance 

matrix

Write  Distance

Matrix:

Select to calculate 

Distances for  

matrix 1



Similarity & Dissimilarity

üSimilarity (S) = expressed in terms of all of the variables

üRemember, by definition:  Dissimilarity = 1 - Similarity 

üRaw data = expressed in terms of individual variables

ü Which matrix is which ?  Dissimilarity OR Similarity 



Similarity & Dissimilarity

üSimilarity (S) = expressed for all pairwise sample units

Matrix Format:  

By Sample Unit Number

Matrix Format:   

By Sample Unit Name



Distance Measures ïNext Steps 

Distance measures facilitate the reduction of multi-variate 

data (from multiple variables) into a single dimension

Distances used to ñre-mapò the data in variable space  



Distance Measures ïSummary 1

D D

2D

Measure        Pair          Distance

X1 ïX2 1,2               D

X1 ïX3 1,3             2 * D

X1                        X2                    X3

(X1 ïX2) ^2 1,2             D * D

(X1 ïX3) ^2 1,3          4 * D * D  

The distances

(similarity / dissimilarity)

between pairs of samples 

OR sampling units 

are influenced by the 

selection of the 

distance measure 

Different distance 

measures are applicable 

to different types of data

(categorical / continuous) 



Distance Measures ïSummary 2



Distance Measures ïSummary 3
Distance metrics suited for continuous data.  

Domain of x values:  range of measurements can yield address

Range of d = f(x):  what range of distances does index yield



Distance Measures ïSummary 4
Distance metrics suited for positive data (and P / A).  

Domain of x values:  range of measurements can yield address

Range of d = f(x):  what range of distances does index yield



Distance Measures ïSummary 5

Defining three types of 

distance measures: 

Metric 

Semimetric

Nonmetric 

(McCune &Grace 2002)



Distance Measures ïSummary 5

The axioms of distance:  A true measure of distance, 

called a metric, obeys 3 properties: 

Where Dab denotes distance between objects a and b: 

1. Dab = Dba   (symmetrical distances)

2. Dab Ó 0 and = 0 if and only if a = b  (positive distances)

3. Dab Ò Dac + Dcb

The third axiom, 

called the triangle 

inequality, may                  

also seem intuitively 

obvious but is more 

difficult to satisfy. 



Distance Measures ïSummary 5
The triangle inequality axiom:

If we draw a triangle abc in our Euclidean world, then it is obvious that                        

the distance from a to b must be shorter than the sum of the distances                       

via another point c, that is from a to c and from c to b. 

Triangle inequality can 

only be an equality if c 

lies exactly on line 

connecting a and b.  

However, many acceptable distance measures do not satisfy this axiom. 

Because these are not  true distances in a mathematical  senseé

they are not distance metrics.



üConsider if dealing with continuous / discrete data

üS = 0 if the two samples have no species in common. 

üOf course, S = 100 if two samples are identical.

üA scale change in measurements does not change S.         

(For example, biomass expressed in g rather than mg)

ü"Joint absences" have no effect on S.                                    

(Species not present in either sample, have no influence)

How to select a distance measure?

NOTE: Sometimes, you will not have a choice (like PCA)

Use class notes, gurus (class texts), other papers 

Some Recommendations:

Distance Measures ïRecommendations



üQuantifying the performance of distance measures: 

For a given dataset, how well does the environmental 

distances correlate with the species distances ?

Distance Metrics ïProblems



Is the distance metric bounded ?

Is the distance metric monotonic ?
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A                                           B                                             C



Mind your Distance Measures

The first step in all multivariate 

data analyses is to calculate 

all the pair-wise distances 

between the samples 



Practical Advice

üDistance Measures ïEuclidean Distance  

ü3 Advantages:

Easy to conceptualize

Data Range: + 0 -

A real metric


