Biometry (Biol6090_4090)  - Fall 2018                  Homework #9    Student name: ____KEY___________

NOTE:  Do not Turn This In. Homeworks will not be graded
Look over this material for Quiz #9 on November 27th

Use R exercises to develop your computer skills.
1a) You have data on the number of men / women with different color hair (black, brown, blond, red), and want to test whether hair color and sex are independent using a contingency test and the Chi-Square statistic.  

	Observed

Sex / Hair Color
	Black Hair
	Brown Hair
	Blond Hair
	Red Hair
	Total

	Male
	25
	25
	25
	25
	100

	Female
	20
	15
	30
	35
	100

	Total
	45
	40
	55
	60
	200


Write down the null hypothesis (Ho) (+0.125) and the alternate hypothesis (Ha) (+0.125) for this test:

The null hypothesis is that sex (male : female) is independent of hair color (black : brown : blond : red).  This means that all combinations of sex and hair color are as frequent as we would expect, if they were combined by chance, given their overall occurrence in the sample.
The alternate hypothesis is that sex (male : female) is not independent of hair color (black : brown : blond : red).  This means that certain combinations of sex and hair color are disproportionately more and less frequent than we would expect, if they were combined by chance, given their overall occurrence in the sample.
1b) Write down the equation of the Chi Square statistic (+0.125) and of the expected values (model predictions) for such a test (+0.125):
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1c) Calculate the expected values (model predictions) for such the contingency table shown below (+0.125 for each cell).  Show your calculations for full credit (value: +0.05, calculation: +0.075).

	Observed

Sex / Hair Color
	Black Hair
	Brown Hair
	Blond Hair
	Red Hair
	Total

	Male
	45 * 100 / 200
	40 * 100 / 200
	55 * 100 / 200
	60 * 100 / 200
	100

	Female
	45 * 100 / 200
	40 * 100 / 200
	55 * 100 / 200
	60 * 100 / 200
	100

	Total
	45
	40
	55
	60
	200


	Observed

Sex / Hair Color
	Black Hair
	Brown Hair
	Blond Hair
	Red Hair
	Total

	Male
	22.5
	20
	27.5
	30
	100

	Female
	22.5
	20
	27.5
	30
	100

	Total
	45
	40
	55
	60
	200


1d) Calculate the Chi-Square for this test (value: +0.125, calculation: +0.125):
	
	
	Black
	Brown
	Blond
	Red

	(Obs - Exp) ^2
	Male
	6.25
	25
	6.25
	25

	
	Female
	6.25
	25
	6.25
	25

	
	
	
	
	
	

	
	
	
	
	
	

	
	
	
	
	
	

	(Obs - Exp) ^2 / Exp
	
	Black
	Brown
	Blond
	Red

	
	Male
	0.278
	1.250
	0.227
	0.833

	
	Female
	0.278
	1.250
	0.227
	0.833


Chi-Square = Sum [(Obs - Exp) ^2 / Exp ] =  5.177
2) Using the same data in the contingency table above, perform this test using SPSS and report the following output, by copying / pasting the results below:
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Note:  This is the format of the data for this test, if you enter it directly into a table in Rcmdr.   To do so, you will need to increase the number of columns from the default value (2) to 4.  The test will compare the distribution of the count data across the 8 groups.  The second image shows the Statistics settings.
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· (2a) Table showing observed / expected values, and percentages (rows / columns / totals) (+0.125):
Rcmdr>  .Table  # Counts

     Hair Color

Sex   Blk Brn Bln Red

  Mal  25  25  25  25

  Fem  20  15  30  35

Rcmdr>  totPercents(.Table) # Percentage of Total

       Blk  Brn  Bln  Red Total

Mal   12.5 12.5 12.5 12.5    50

Fem   10.0  7.5 15.0 17.5    50

Total 22.5 20.0 27.5 30.0   100

Rcmdr>  .Test$expected # Expected Counts

     Hair Color

Sex    Blk Brn  Bln Red

  Mal 22.5  20 27.5  30

  Fem 22.5  20 27.5  30

· (2b) Chi-Square:  Paste output result (table with test statistic, df and p value) for the chi-square and for the Fisher Exact Test.  Are the results significant?  How can you tell ?  (+0.125):

Pearson's Chi-squared test:  Not a significant result, because p > 0.05

data:  .Table

X-squared = 5.1768, df = 3, p-value = 0.1593

Fisher's Exact Test for Count Data:  Not a significant result, because p > 0.05


data:  .Table


p-value = 0.1606


alternative hypothesis: two.sided

· (2c) Table showing the odds ratio (+0.125):

NOTE:  There is no odds ratio, because it can only be calculated when comparing two groups and two outcomes (with a 2 x 2 table).  
· (2d) Were the chi-square assumptions met? Explain why / why not. Given the assumptions, would you use the chi-square or the Fisher Exact test result?  (+0.125 each):
 Sex    Blk   Brn  Bln  Red

  Mal   22.5  20   27.5  30

     Fem   22.5  20   27.5  30

The assumptions were met: all expected cells have values > 0, and 100% of the expected cells have values > 5.  To meet these assumptions, we need less than 20% of the expected cell values to be < 5 and all the expected cell values to be > 0.    
· (2e)  Finally, look at the components of the Chi-Square result and report how each hair color contributed to the overall chi-square test result (+0.125).  Double check the results with the calculations you did above, in section 1d.

Yes – it worked:  the results from Rcmdr match the results calculated by hand. 

Rcmdr>  round(.Test$residuals^2, 2) # Chi-square Components

     Hair Color

Sex    Blk  Brn  Bln  Red

Mal 0.28 1.25 0.23 0.83

      Fem 0.28 1.25 0.23 0.83

	(Obs - Exp) ^2 / Exp
	
	Black
	Brown
	Blond
	Red

	
	Male
	0.278
	1.250
	0.227
	0.833

	
	Female
	0.278
	1.250
	0.227
	0.833


The hair color “brown” has the largest influence in the chi-square result, because this is where we find the largest relative (proportional) deviations between the observed and the expected values.

3a) Using the data provided below, showing the number of ants in 0.5 x 0.5 m quadrats collected in three habitats, test whether the median abundance of ants varies across habitats using a non-parametric test.  
	Forest
	Grassland
	Desert

	14.0
	8.4
	6.9

	12.1
	5.1
	7.3

	9.6
	5.5
	5.8

	8.2
	6.6
	4.1

	10.2
	6.3
	5.4


NOTE: This is the way the data file looks like:  It has two columns, one for the categorical groups and another one for the data.  Remember:  these are independent data, so each row is one observation. 
Report the medians (+0.10):  

Forest: __10.2____

Grassland: ___6.3___

Desert: ___5.8___
Grand_median (for all data):  __6.9____
I used the numerical summary tool in Rcmdr to calculate the median and IQR for entire dataset (n = 15)  

Rcmdr>  numSummary(Ants[,"AntDensity", drop=FALSE], 

statistics=c("IQR", "quantiles"), quantiles=c(.5))

 IQR   50%  n

 3.35  6.9  15
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I used the numerical summary tool in Rcmdr to calculate the median and IQR for the three groups separately (n = 5). 

Remember:  you can do this for all three groups at once, using the “summarize by groups” button
Rcmdr>  numSummary(Ants[,"AntDensity", drop=FALSE], groups=Ants$Habitat, 

statistics=c("IQR", "quantiles"), quantiles=c(.5))

          IQR  50%      AntDensity:n

Desert    1.5  5.8            5

Forest    2.5 10.2            5

Grassland 1.1  6.3            5

3b) Convert these densities (ants per meter squared) into ranks (organize ranks starting with the smallest value – which gets a rank of “1”, … and so forth). Enter the ranks in the cells below.  
Report the sum the ranks and the mean rank for each habitat: 

	Forest
	Grassland
	Desert

	15
	11
	8

	14
	2
	9

	12
	4
	5

	10
	7
	1

	13
	6
	3


Report the sum of ranks (+0.10):  

Forest: __64____

Grassland: ___30___

Desert: __26___
Report the mean rank (+0.10):  

Forest: __12.8____
Grassland: ___6.0___

Desert: __5.2____
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3c) Enter these data into R and perform the required non-parametric test.  Report output / result below.  What test will you do and why did you select this test. What are the null and the alternate hypotheses of this particular test (+0.125):  
NOTE: This is the way the data file looks like:  It has two columns, one for the categorical groups and another one for the data.  Remember:  these are independent data, so each row is one observation. 
Enter the data into two columns:  
Ants (includes the ant density data)

Groups (includes categorical levels for the three habitats:            

Forest (1), Grassland (2) and Desert (3))

I would do a Kurkal-Wallis Test, since we have three groups and we are doing a non-parametric test.
Null Hypothesis:  Median1 = Median2 = Median3  (all median differences = 0)

Alternative Hypothesis:  At least two medians are different (at least one median difference is not 0) 
3d) By looking at these statistics, do you have a feeling for the outcome of this test?  Do all groups seem to have the same medians and mean ranks?  Explain (+0.125):

Group 1 (forest) has a much higher rank count and mean rank than groups 2 and 3.  However, because we do not have a metric describing the variability about the median, it is difficult to determine whether these medians are different enough to yield significance.  We will have to perform the test. 
3e) Perform the test and copy / paste the output table from Rcmdr (+0.125):
I performed a Kruskal-Wallis test (a non-parametric one-way ANOVA), and this is the output:
Rcmdr>  with(Ants, tapply(AntDensity, Habitat, median, na.rm=TRUE))

   Desert    Forest Grassland 

      5.8      10.2       6.3 

Rcmdr>  kruskal.test(AntDensity ~ Habitat, data=Ants)


Kruskal-Wallis rank sum test

data:  AntDensity by Habitat

Kruskal-Wallis chi-squared = 8.72, df = 2, p-value = 0.01278

3f) Was the result significant?  Why / Why not?  (+0.125):

YES – the result was statistically significant because the p value (0.013) < alpha (0.05).
4a) If there was a significant result, how could we follow up and figure out which group comparisons were in fact different / not different?  Be explicit – state what test would you use? (+0.125):

We have two options:  

1. We could perform a post-hoc test using the “kruskalmc” function in package “pgirmess”                    (see lecture 23, for instructions on how to install and run this package) 
2. Alternatively, we can do pair-wise Wilcoxon non-parametric tests.  Because we have three groups, we would need to perform three tests involving all possible group comparisons: 1 vs 2, 2 vs 3 and 2 vs 3.  To do these tests, we would need to modify the “AntDensity” file.
4b) Using R, perform the post-hoc comparison and report which ones were / were not significant (+0.125):
kruskalmc(AntDensity ~ Habitat, data = Ants)
Multiple comparison test after Kruskal-Wallis p.value: 0.05 

Comparisons

                 obs.dif critical.dif difference

Desert-Forest        7.6     6.771197       TRUE

Desert-Grassland     0.8     6.771197      FALSE

Forest-Grassland     6.8     6.771197       TRUE

4c) Using R, perform three pair-wise Wilcoxon tests and report which ones were / were not significant (+0.125):
· Forest - grassland
                                   p value:     0.016               Significant (Y/N)?:  YES  (p < alpha)
Rcmdr>  with(Ants, tapply(AntDensity, Habitat, median, na.rm=TRUE))

   Forest Grassland 

     10.2       6.3 

Rcmdr>  wilcox.test(AntDensity ~ Habitat, alternative="two.sided", 

Rcmdr+    data=Ants)


Wilcoxon rank sum test

data:  AntDensity by Habitat

W = 24, p-value = 0.01587

alternative hypothesis: true location shift is not equal to 0

· Forest – desert
     p value:      0.08                 Significant (Y/N)?: YES  (p < alpha)
Rcmdr>  with(AntDensity, tapply(AntDensity, Habitat, median, na.rm=TRUE))

Desert Forest 

   5.8   10.2 

Rcmdr>  wilcox.test(AntDensity ~ Habitat, alternative="two.sided", 

Rcmdr+    data=AntDensity)


Wilcoxon rank sum test

data:  AntDensity by Habitat

W = 0, p-value = 0.007937

alternative hypothesis: true location shift is not equal to 0

· Grassland – desert
                   p value:     0.841                  Significant (Y/N)?:  NO  (p > alpha)
Rcmdr>  with(AntDensity, tapply(AntDensity, Habitat, median, na.rm=TRUE))

   Desert Grassland 

      5.8       6.3 

Rcmdr>  wilcox.test(AntDensity ~ Habitat, alternative="two.sided", 

Rcmdr+    data=AntDensity)


Wilcoxon rank sum test

data:  AntDensity by Habitat

W = 11, p-value = 0.8413

alternative hypothesis: true location shift is not equal to 0

4d) Explain how we could correct the overall probability of committing a type-I error (if we were interested in all pair-wise group comparisons).  Report the corrected probability threshold (alpha ‘) and show your correction calculation. Then, interpret the p values against the new alpha ‘ (+0.125)? 

Because we perform three pair-wise non-parametric tests, we can use the Bonferroni correction to modify the alpha level, so the family-wise error rate remains equal to 0.05.  

To this end, alpha ‘ = alpha / 3 = 0.05 / 3 = 0.017

The results do not change:
· Forest - grassland

                                   p value:     0.016                 Significant (Y/N)?:  YES  (p < alpha’)
· Forest – desert

     p value:      0.080                 Significant (Y/N)?: YES  (p < alpha’)
· Grassland – desert

                   p value:     0.841                  Significant (Y/N)?:  NO  (p > alpha’)
4e) Based on these results, which habitat(s) were different from each other (+0.125)?
Group 1 (forest) was significantly different from group 2 (grassland) and group 3 (desert).  
However, group 2 (grassland) and group 3 (desert) were not significantly different from each other.  
We can use the following diagram to illustrate these group differences: 
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